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Abstract. This paper is concerned with the evaluation of a model of human im-
itation of arm movements. The model consists of a hierarchy of artificial neural
networks, which are abstractions of brain regions involved in visuo-motor control.
These are the spinal cord, the primary and pre-motor cortexes (M1 & PM), the
cerebellum, and the temporal cortex. A biomechanical simulation is developed
which models the muscles and the complete dynamics of a 37 degree of freedom
humanoid. Input to the model are data from human arm movements recorded
using video and marker-based tracking systems.

The model’s performance is evaluated for reproducing reaching movements and
oscillatory movements of the two arms. Results show a high qualitative and quan-
titative agreement with human data. In particular, the model reproduces the well
known features of reaching movements in humans, namely the bell-shaped curves
for the velocity and quasi-linear hand trajectories. Finally, the model’s perfor-
mance is compared to that of humans performing the same imitation task. It is
shown that the model’s reproduction is better or comparable to that of humans.

1 Introduction

The goal of robotics is to have robots become a part of human everyday lives, in the
roles of caretakers for the elderly and disabled, assistants in surgery and rehabilitation,
and machine pets and toys for children. A key challenges to making this possible is
developing flexible motor skills in order to give robots the ability to be programmed
and interacted with more easily and naturally, and to assist humans in various tasks.
A very challenging and exciting area of current research is concerned with developing
human-like robots (humanoids) for assisting humans in medical surgery [30, 32] and
rehabilitation [3], for providing help in everyday tasks to the elderly and the disabled
[50], and for replacing humans in low-level industrial tasks and unsafe areas [21, 26]
(including space, nuclear, and waste management industries).

Providing robots with human-like capabilities, and in particular with sophisticated
motor skills for flexible and precise motions, is a very difficult task, requiring impor-
tant low-level programming (with high cost) for fine tuning of the motor parameters
and re-calibration of sensor processing [13,41]. An alternative is to provide the robot



with learning or adaptivecapabilities, which can be used for on- and/or off-line op-
timization of predefined motor control parameters [9, 24, 47]. Particularly challenging
is the problem of how to teach a robot new motor skills, without going through repro-
gramming, but instead through demonstration. In such a scenario, the robot learns novel
motor sequences by replicating those demonstrated by a human instructor and by tun-
ing its motor program descriptions so as to successfully achieve the task. The method
is interesting because it allows the robot to be programmed and interacted with merely
by human demonstration, a much more natural and simple means of human-machine
interface. Furthermore, it makes the robot flexible with respect to the tasks it can be
taught and, thus, facilitates the end-use of robotic systems.

The first robotics work to address imitation was focused on assembly task-learning
from observation. Typically, a series of visual images of a human performing a simple
object moving/stacking tasks was recorded, segmented, interpreted, and then repeated
by an industrial non human-like robotic arm [20, 19, 28, 17, 23]. These efforts constitute
a significant body of research in robotics, and contribute to video segmentation and un-
derstanding. However, they provide highly task-specific solutions, with little flexibility
for applying the same algorithm to imitation after different types of movements and
tasks. More recent efforts, including our own, have been oriented toward analyzing the
underlying mechanisms of imitation in natural systems and modeling those on atrtificial
ones [4,6,5,10,11, 22, 33,44,43]. The endeavor, there, is, on the one hand, to build
biologically plausible models of animal’s imitative abilities, and, on the other hand, to
develop architecture for visuo-motor control and learning in robots which would show
some of the flexibility of natural systems.

Our work wishes to complement other above approaches, by investigating a connec-
tionist based model, coupled to a complete biomechanical simulation of a humanoid.
We follow neuroscience studies of primate motion recognition and motor control. Specif-
ically, our work is driven by the observation that 1) visual recognition of movements is
done in both excentric and egocentric frame of reference [37, 48]; 2) that a neural sys-
tem, themirror neuron systemencapsulates a high-level representation of movements,
the link between visual and motor representation [40, 12]; and 3) that motor control and
learning is hierarchical and modulates (evolutionary) primitive motor programs (central
pattern generators, located in primates’ spinal cord[46]).

Our model is composed of a hierarchy of artificial neural networks and gives an
abstract and high-level representation of the neurological structure underlying primates
brain’s visuo-motor pathways. These are the spinal cord, the primary and pre-motor
cortexes (M1 & PM), the cerebellum and the temporal cortex. The model has first
been evaluated in a pair of demonstrator-imitator humanoid avatars with 65 degrees
of freedom[6] for learning by imitation gestures and complex movements involving all
the avatar’s limbs. In this paper, we evaluate the model’s performance at reproducing
human arm movements. A biomechanical simulation is developed which models the
muscles and the complete dynamics of a 37 degree of freedom humaifibiel aim of

! The previous implementation of the model used a partial dynamic simulation of a 65 DOFs
humanoid avatar, where we did not calculate all the physics (no internal torques) of the hu-
manoid.



these experiments is to evaluate the realism of the model and the dynamic simulation at
modeling human imitation.

In the experiments presented here, only 11 DOFs are actively commanded to match
the observed performance (4 DOFs per arm and 3 for the torso), while the rest of the
joints are kept immobile. In the experiments reported in [6, 8], we demonstrated the va-
lidity of the architecture for controlling the 65 DOFs of our avatar for imitating complex
movements requiring all limbs. There, data for the imitation were simulated, produced
by a demonstrator avatar, and we could generate data for the whole body. In this pa-
per, we use human data. However, because of the limitation of our tracking system, we
could not record motion of the whole body and were constrained to using movements
of the upper torso only. In the future, we will use a full body tracking system which will
allow us to further validate the model for controlling the whole 37 DOFs on real data
(as opposed to simulated one as done previously).

The rest of the paper is organized as follows. In Section 2, we describe in detail the
model, and, in particular, the visual processing of the data and the learning algorithm.
In Section 3, we evaluate the model's performance on a series of experiments for re-
producing human arm motion, namely reaching movements and oscillatory movements
of the two arms. We compare the model’'s performance to that of humans in the same
imitation task. Section 4 concludes this paper with a short summary of the presented
work.

2 The model

We have developed a highly simplified model of primate imitative ability [6] (see
Figure 1). This model is biologically inspired in its function, as its composite modules
have functionalities similar to that of specific brain regions, and in its structure, as the
modules are composed of artificial neural architectures (see Figure 2). Itis loosely based
on neurological findings in primates and incorporates abstract models of some brain
areas involved in visuo-motor control, namely the temporal cortex (TC), the spinal cord,
the primary motor cortex (M1), the premotor area (PM) and the cerebellum.

2.1 Brief description of the modules

Visual information is processed in TC for recognition of the direction and orientation
of movement of the demonstrator’s limbs relative to a frame of reference located on the
demonstrator’s body. That is, the TC module takes as input the Cartesian coordinates of
each joint of the demonstrator’s limbs in an excentric frame of reference (whose origin
is fixed relative to the visual tracking system). It then transforms these coordinates to
a new set of coordinates relative to an egocentric frame of reference. Our assumption
of the existence of orientation-sensitive cells in an egocentric frame of reference in TC
is supported by neurological evidence in monkeys [37, 38] and humans [2, 27,48]. The
vision system also incorporates a simplified attentional mechanism which is triggered
whenever a significant change of position (relative to the position at the previous time
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Fig. 1. The architecture consists of seven modules which give an abstract and high-level representation of corresponding
brain areas involved in visuo-motor processing. The seven modules are: the attentional and temporal cortex modules, the
primary motor cortex and spinal cord modules, the premotor cortex and cerebellum module, and the decision module.

step) in one of the limbs is observed. At this stage of the modeling and given the sim-
plicity of this module, the attentional module does not relate to any specific brain area.
The attentional mechanism creates an inhibition, preventing information flow from M1
to PM and further to the cerebellum, therefore allowing learning of new movements
only when a change in the limb position is observed. In Section 2.2, we describe the
motion tracking system we used in the experiments and explain in more detail the stages
of visual processing in the TC module.

Motor control in our model is hierarchical with, at the lowest level, the spinal cord
module, composed of primary neural circuitelitral pattern generatof€CPGs) [46]),
made ofmotor neuronsandinterneurons (see Section 2.3). The motor neurons in our
simulation activate the muscles of the humanoid avatar, see Section 2.5. The M1 module
monitors the activation of the spinal networks. Nodes in M1 are distributed following a
topographic map of the body.

2 Inter- and motor- neurons are common terminology for describing the spinal cord neurons
with, respectively, no direct and direct input to the muscles.
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Fig. 2. Schematics of the neural structure of each module and their interconnections.

Learning of movements is done in the PM and cerebellum modules. These mod-
ules are implemented using the Dynamical Recurrent Associative Memory Architecture
(DRAMA)[7] which allows learning of time series and of spatio-temporal invariance in
multi-modal inputs (see Section 2.4 for details). Finally, the decision module controls
the transition between observing and reproducing the motor sequences, i.e. it inhibits
PM neural activity due to TC (visual) input to flow downwards to M1 (for motor activa-
tion). It is implemented as a set of if-then rules and has no direct biological inspiration.

Neurons in the PM module respond to both visual information (from TC) and to
corresponding motor commands produced by the cerebellum. As such, they give an
abstract representation ofirror neurons Mirror neurons refer to neurons located in
the rostral part of inferior premotor area 6 in monkey [12, 40], which have been shown
to fire both when the monkey grasps an object and when it observes another monkey or
a human performing a similar grasp.

In the next section, we describe in more details the visual, motor, and learning parts
of our model.

2.2 Visual Segmentation

Data for our experiments (see Section 3) are recordings of human motion. The first set
of data was recorded using a motion-tracking system. The system we used is capable
of selecting a collection of features from the moving image, based on a constrained
(un-occluded and unambiguous) initial position and kinematic model of a generic adult
human (See [49] for a detailed description). Tracking is done off-line and based on



image frequency of 15 Hz. The system allows tracking of the upper body in the vertical
plane, where the body features correspond to those of a stick figure (see Figure 3). It
calculates the positions (relative to a fixed, excentric frame of reference) of nine points
on the body: two located on the wrists, two on the elbows, two on the shoulders, one on
the lower torso, one on the neck and one on the head.

G

Fig. 3. (left) Motion tracking system of human movement. (Right) The Cosimir simulator.

A second set of human arm data, used in the experiments, was gathered bg Matari”
and Pomplun in a joint interdisciplinary project conducted at the National Institutes
of Health Resource for the Study of Neural Models of Behavior, at the University of
Rochester [34, 39]. Subjects watched and imitated short videos of arm movements,
while wearing FastTrak marker mechanism for recording the positions of 4 markers
on the arm: at the upper arm, near the elbow, the wrist, and the hand.

In the experiments, these Cartesian coordinates are input to the temporal cortex
module (TC) of our model, in which they are processed in four stages. Data are first
transferred into a frame of reference relative to the demonstrator’s body, by calculating
the joint angles of the elbows and shoulders. In a second stage, a low-pass filter is
applied to the calculation of the angular velocity for each of the four joints. This stage
corresponds to the attentional mechanism of Figure 1. This allows us to eliminate small
arm movements which we consider noise for these experiments. These small motions
are due to two factors: 1) the locations of the nine points of reference of the tracking
are imprecise; the coordinates are extrapolated across three time steps of recording;
2) because of the interaction torques across the body, movement of one limb results in
small motions of the rest of the body. These small movements are noise to us, as we wish
to recognize only voluntary movements (as opposed to movements made to compensate
for the interaction torques). Since shoulders and elbows have different dynamics, due to
their different lengths and muscular composition, we applied different filter parameters
are applied to each. The filtering process depends on a set of 2 parameters per DOF.
These 2 are thresholds defining 1) the minimum displaceg(in joint angle) for
detecting a motion, 2) the minimum time delByduring which no displacement greater
thand, has been observed. The latter is then considered as a stop of the motion or small,



noisy movements. Table 1 shows the values we used for the experiments reported in
Section 3. Note that in the experiments, we used at most 2 (abduction and flexion) of
the 3 DOFs of the shoulders, as the third DOF, humeral rotation, was not recorded by
any of the two tracking systems. Figure 6 show the results of the visual segmentation for
three oscillatory movements of the two arms. Only the large movements are segmented.

Table 1. Thresholds (in degrees) for visual filtering. LSx is the DOF x of the left shoulder. LE is the left eflgoin
radians) is the minimum displacement for detecting a moti&n(in recording cycles) is the minimum time delay during
which no displacement greater thés has been observed.

Experimentdy  [Tp
LSx Pl1/16(15
LSy P1/1615
RSx P1/1615
RSy Pl/16(15
LE P1/8 |10
RE P1/8 |10

In a third stage, we calculate the direction of movement of each limb relative to
the limb to which it is attached (elbow relative to shoulder and shoulder relative to the
torso). The direction of movement is positive or negative depending on whether the
limb moves upwards or downwards, respectively. In the fourth stage, the TC module
activates a series of cells coding for the possible joint angle distributions. There are two
cells per degree of freedom (DOF) per joint, coding for positive and negative direction
of movement, respectively. The output of the cells encodes both the direction and speed
of the movement. The faster the speed, the greater the output excitation of the cell.
Only one cell of the pair is active at a time. If both cells are inactive, the limb is not
moving. The decomposition of the limbs’ motion can easily be mapped to the muscular
structure of the imitator; each DOF of a limb is directed by a pair of flexor-extensor
muscles. Upward and downward directions of movement correspond to the activation
of the extensor and flexor muscles, respectively.

In summary, the visual module performs four levels of processing on the data: 1) a
transformation from extrinsic to intrinsic frame of reference, 2) filtering of small and
noisy motions, 3) a parameterization of the movements in terms of speed and direc-
tion, and 4) segmentation of the motion, based on changes in velocity and movement
direction.

2.3 Motor control

Spinal Cord Module

In our model, motor control is hierarchical. On the lowest level of motor control
is the spinal cordmodule. It is composed of primary neural circuits madanaftor
neurongafferent to the muscles and responsible for the muscle activation or inhibition)
andinterneurons



In our experiments, the spinal circuits are built-in and encode extending and re-
tracting arm movements, as well as rhythmic movements of legs and arms involved in
the locomotion, following a biological model of the walking neural circuits in verte-
brates [18]. The neurons of the spinal cord module are modelé&shkg-integrators
which compute the average firing frequency [16]. According to this model, the mean
membrane potentiah; of a neuronV; is governed by the equation:

T -dmi/dt: —mi+2wi,jxj (1)

wherez; = (1 + e(mi“]‘))’l represents the neuron’s short-term average firing frequénadg, the neuron’s biasy;
is a time constant associated with the passive properties of the neuron’s membrane, amgthe synaptic weight of a

connection from neuroV; to neuroni;.

Motor Cortex Module: M1

The primary motor cortex (M1) module containsmtor mapof the body (similar
to the corresponding brain area [36]). It is divided into layers of three neuron networks,
each activating distinct (extensor-flexor) muscle pairs (see Figure 2). The three-neuron
network allows for independently regulating the amplitude (two nodes, one for each
muscle) and the frequency (one node) of the oscillation of the corresponding flexor-
extensor pair, similar to [18]. An oscillation of a limb segment is generated by activating
all three neurons, allowing a small time delay between activation of the first and second
neuron, thus creating an asymmetry between the two motor neurons’ activity and the
corresponding muscle contraction. Motion of a single muscle (flexor or extensor) is ob-
tained by activating only one of the two amplitude nodes, while keeping the frequency
node at zero. The speed of the movement, i.e., the speed of contraction of the muscle,
is controlled by increasing the output value of the amplitude neuron and consequently
that of the corresponding motor neuron in the spinal cord. The amplitude of the move-
ment (in the case of one-muscle activation) is controlled by the duration of the neuron
activation. The longer the activation of the amplitude neuron (and subsequently of the
motor neuron), the longer the duration of muscle contraction, the larger the movement.

M1 receives sensory feedback, in the form of joint angle position, from the spinal
cord module. Each motor area of M1 receives sensory feedback from its related sensory
area (arm area receives feedback on joint positions of the shoulder joints). This is used
to modulates the amplitude or speed of the movement, by increasing or decreasing (for
smaller or larger speed) the output of the M1 nodes. The sensory feedback provides
inhibition; the larger the feedback, the slower the movement. In the experiments of Sec-
tion 3.1, this is used to modulate reaching movements. When the movement starts, the
sensory feedback is at its minimum and consequently the tonic input (i.e., the ampli-
tude of the M1 nodes’ output) is at its maximum. When the arm has reached half of the
required distance, the sensory feedback is at its maximum and, consequently, the tonic
input is decreased to 10% of its maximum. The arm stops shortly afterwards when the
torque produced by the muscle (proportional to the motor neuron’s output, see Section
2.5) equals that of gravity.

Premotor Cortex Module: PM
The PM module creates a direct mapping between the parameterization of the ob-
served movementin TC, following visual segmentation, and that used for motor control



in M1. In TC, the observed motion is segmented in terms of speed, direction and du-
ration of movement (the delay between two changes in velocity and motion direction)
of each limb (see Section 2.2). In M1, speed and direction of movement of each limb
CPG (in the spinal cord) are controlled by the amplitude of the nodes which project to
the relevant interneurons. PM nodes transfer the activity of the TC nodes (observation
of a specific movement) into an activity pattern of M1 nodes (motor command for the
corresponding movement). A large output activity in TC cells (comprised between 0
and 1) will lead to an important output from PC nodes, and further from M1 nodes
which further to activation of the corresponding amplitude node. Duration of move-
ment is proportional to the duration of activation of the amplitude node. Learning of the
movements consists, then, of storing the sequential activation (recording the amplitude
and the time delay) of each of the TC nodes, and mapping these to the corresponding
M1 nodes. This will be further explained in Section 2.4.

Decision module

Finally, the execution of a movement (as during rehearsal of the motion in the ex-
periments, see Section 3) is started by the decision module, by activating one of the
cerebellum nodes (the node which encodes the corresponding sequence of muscle acti-
vation, described in Section 2.4). The activity of the cerebellum node is passed down to
the nodes of the premotor cortex, which encode co-activation of the muscle in a specific
step of the sequence (described in Section 2.4), and, further, down to the nodes of the
second layer of primary motor cortex (M1). Finally, the activity of the nodes in the sec-
ond layer of M1 activates the nodes in the spinal cord module, which further activates
the motor neurons and these the simulated muscles of the avatar.

2.4 The learning modules

bl ® -] . @ \:Q
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Fig. 4. Schematics of one connection from uniti and unit j. Each connection of the DRAMA network is associated with two
parameters, a weight; j and a time parameter; j. Weights correspond to the synaptic strength, while the time parameter
specifies a synaptic delay. Each unit has a self connection. Retrieval follows a winner-take-all rule on the weights.

Learning of motor sequences is done by updating the connectivity between the pri-
mary cortex (M1), the premotor cortex (PM), and the cerebellum modules. PM and
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cerebellum modules consist of a Dynamical Recurrent Associative Memory Architec-
ture (DRAMA) [7], a fully recurrent neural network without hidden units. Similarly to
time delay networks [31], each connection is associated with two parameters, a weight
w;; and atime parametey; (see Figure 4). Weights correspond to the synaptic strength,
while he time parameter specifies a synaptic delay, that is a delay on the time required
to propagate the activity from one neuron to the other. Both parameters are modulated
by the learning in order to represent the spatigl &nd temporal£) regularity of the

input to a node. The parameters are updated following Hebbian rules, given by Equa-
tions 2 and 3. Learning starts with all weights and time parameters set to zero, unless
specified differently to represent predefined connection (as between PM-M1 modules,
see Section 2.3).

dwji(t) = a-y(t) - y;(t) (2)
Tii(t—1) - Yii + yJ—(t)
Ti(t) = (= ( L +a1 )yt -y (1) ©)

wherea is a constant factor by which the weights are incremented.

In the present experiment, learning across TC-PM, PM-M1 and PM-cerebellum
consists of building up the connectivity of nodes across these modules so as to rep-
resent spatio-temporal patterns of activation in the TC and PM modules, respectively.
The connectivity PM-ML1 is constructed simultaneously to that of TC-PM to represent
the isomorphism between visual and motor representation.

In DRAMA, the neuron activation function follows a linear first order differential
equation given by Equation 4, below.

yi(t) = F(xi(t) + 7 - yi(t — 1) + E G(1ji, wji,y;(t — 1)) (4)
j#i
F is the identity function for input values less than 1 and saturates to 1 for input values greaterfan = z if z < 1
andF(z) = 1 otherwise) and7 is the retrieving function whose equation is given in 5.

G(7ji, wji,y;(t — 1)) = A7) - B(wji) (5)

A(rji) = 1= 0(ly;(t — 1) — 74l e(7i5))
B(wj;) = 8(wji, 6(wij))

The function®(z, H) is a threshold function that outputs 1 wher>= H and 0 otherwise. The facteris a error margin
on the time parameter. It is equal@ol - 7;; in the simulations, allowing a 10% imprecision in the record of the time delay
of units co-activation. The termii(w;; ) is a threshold on the weight. It is equal W. f(w;;) = 2inthe
experimentsmaxy ; >0 (wj;) is the maximum value of the weight of all the connections between activated;uanits unit
4, which satisfy the temporal condition encoded4fir;; ).

Each unit in the network has a self-connection, associated with a time parameters
;1. This provides a short-term memory of unit activation, whose rate is specified by the
value ofr;i < 1. This decay is represented by the tetm/dt = (1;; — 1) - y;, obtained

from Equation 4, when putting to zero all other terms.
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Equation 4 can be paraphrased as follows: the outpaf a uniti in the network
takes values between 0 ahdy;(t) = 1, when (i) an input unit;; (TC nodes input to
the PM and PM nodes input to the cerebellum) has just been activated (new movement)
or (ii) when the sum of activation provided by the other network units is sufficient to
pass the two thresholds of time and weight, represented by the fui£{gee Equation
5). Avalue less than 1 represents the memory of a past full activation (value 1).

2.5 3-D biomechanical simulation of a humanoid

We added dynamics to the three dimensional Cosimir graphical humanoid simulation
[42] of a 37 degrees of freedom (DOF) avatar. Shoulders, hips, wrists, ankles and head
have 3 DOFs. Elbows and knee have one. The trunk is made of three segments with
2 DOFs each. All limbs are attached by hinge-joints. The external force applied to
each joint is gravity. Balance is handled by supporting the hips; ground contact is not
modeled. There is no collision avoidance module.

The acceleratioX; and angular acc_eleraticﬁﬁ of each linki depends orF;, the
forces exerted by the environment, @, the torques due to the paired muscles of

joint(s) j, and oan, the inner forces due to the constraints of joinjis)

miXi=E;+) C} (6)
J
06 => 17 + > Cf xr] @)
J J

wherem; and[I]; are the mass and the moment of inertia of I'mk-j is the position vector of joinj compared to the
center of mass of link.

These dynamics equations are solved using MathEngine’s FastdyRamfiicsh
computes the internal forces keeping the links connected, as well as the forces due
to contacts, while the external forces such as the muscles torques, the forces due to
gravity and to the damping due to the air are given by the user.

Muscle torquesA muscle is simulated as a combination of a spring and a damper [29].
The torque exerted on each joint is determined by a pair of opposed flexor and extensor
muscles. These muscles can be contracted by input signals from motor neurons, which
increase their spring constant, and therefore reduce their resting length. The torque
acting at a particular joint is therefore determined by the motoneuron activitigs (
andM.) of the opposed flexor and extensor muscles:

T = a(My — M) + B(My + M. +~)Ap + §Ap 8)

where Ay is the difference between the actual angle of the joint and the default angle. The different coefficigntsg,

andé determine, respectively, the gain, the stiffness gain, the tonic stiffness, and the damping coefficient of the muscles.

3 See www.mathengine.com
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3 Experiments

We present a series of experiments in which we measured the performance of the model
at reproducing well-known features of human arm movement during reaching and the
precision with which the model reproduced sequences of oscillatory arm movements.
We also compared the model performance to humans performance imitating the same
arm movements.

The model was implemented on eight sets of human arm motions. The first three
sets were recorded using the video tracking system described in [49], and consisted of
2D oscillatory movements of the two arms in the vertical plane (lifting up and down the
shoulders and bending the elbows). The other five sets were recorded using a FastTrak
marker-based system (see [39] for a complete report) and consisted of 3D oscillatory
movements of the left arm.

3.1 Reaching movements

We evaluated the model’s performance in reproducing reaching movement of the left
arm using the data recorded using the FastTrak system (see Section 2.2). In this exper-
iment, the model was given the target of the trajectory (i.e. the desired angle for each
DOF of the shoulder and elbow) as input for the reproduction. These values were used
by the spinal cord module of the model to modulate the value of the sensory feedback.
There is no learning in this example. The model’'s predefined connectivity for reaching
(in the PC module) is exploited to generate the motions. We tested the correctedness
of the model in reproducing two main features associated with human arm movements,
namely the bell-shaped velocity curve and the quasi-straight curvature of the hand tra-
jectory in space [1, 35, 45].

Figure 5 (3 first graphs starting from the bottom of the figure) shows the trajectory,
velocity profile, and the hand path of the avatar's hand during a reaching movement
directed towards a point at 25 degrees in the x direction and 30 degrees in the z direc-
tion. Figure 5 (3 first graphs starting from the top of the figure) shows the same values
for the trajectory of the human hand in a similar reach (aimed at the same target). In
both avatar and human movements, the velocity profiles for the biggest directions of
movements (x and z) follow a bell-shape curve. In the direction of small movements
(y axis), which result from internal torques caused by movement in the two other de-
grees of freedom, the velocity profile is made of small oscillatory movements in both
avatar and human. Similarly to the human data, the avatar’s hand trajectory is smooth,
reaching its sharpest slope at middle distance (a fact reflected by the bell-shape velocity
profile). In our model, the slow increase of velocity for the first half of the distance is
due to the smooth increase of neural activation of the motor neuron (the motor neuron’s
output is directly proportional to the elasticity constraint of the modeled muscles, see
Equation 8), which follows a sigmoid (see Equation 1). The plateau and decrease of the
velocity starting at midistance is due to: 1) the damping factor in Equation 8, a muscle
property, and to 2) a property of the controller, which decreases the tonic input (from
PM and M1 nodes) sent to the motor neurons when receiving sensory feedback (relative
position in joint angles) from the spinal cord module indicating that about half of the
requested distance had been achieved.



13

Hand—x Hand—y Hand—z

—as 14 30
13.5 20
—50
13 10
—55
12.5 o
o

o 2 30 o 1o 20 30 o 10 20 30
Hand—dx Hand—dy Hand—dz

f\/ /\\/\/ .

o 10 20 30 el 10 20 30 o

—1000 —1000
—6000 —5500 —5000 -—4500 -—-6000 -—5500 —5000 —4500 1200 1300 1400

Hand—x Hand-y Hand—z

o —0.5731 6.3
—0.5732
6.2
-0.5 -0.5733
6.1
—0.5734
-1 0.5735 6
o 50 100 150 o 50 100 150 o 50 100 150
x 102  Hand—dx Hand—dy x10* Hand—dz
5 3 2
2
1
o 1
o
o
-5 -1 -1
o 50 100 150 o 50 100 150 o 50 100 150
yiz
-57.31 620 620
—57.32 615 615
-57.33 610 610
—57.34 605 605
-57.35 600 600,
=300 —50 o =300 —50 o —57.4 —57.35 -57.3

Fig. 5. The 3 first graphs from the top show human data, while the 3 remaining graphs below those show the avatar data.
In each 3 graph sets, we show: the trajectory (top), the velocity profile (middle) and the path (bottom) of the hand in x, vy,
z directions during a reaching movement directed towards a point at 25 degrees in the x direction and 30 degrees in the z
direction.

3.2 Oscillatory arm movements

This section describes results using the three motion sets recorded with the video track-
ing system, which consisted of lifting up and lowering left and right upper arms (vertical
rotation around the shoulders), while bending and extending the lower arms (rotation
around the elbows), respectively. For each set, the motion was repeated twice.

For these experiments, the reproduction of the movement was not driven by a target
in joint angle as in the previous Section. Here, observed motions of each limb were
fed continuously to the TC module. Each change of movement triggered the TC cells.
Their activity, which encoded the new orientation and speed of the movement, was
passed further to the PC and cerebellum module to learn the sequence of movement.
At the end of the observation, the cerebellum and PC were activated by the decision
module to trigger rehearsal of the learned sequence.

Figure 6 shows superimposed trajectories of the left and right shoulders and elbows
of the avatar and the human for the three sets of motions. The black vertical lines show
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Fig. 6. Superimposed trajectories of left/right shoulder/elbow of the avatar and the human during the three movement
sequences (from top to bottom).
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the instants during the movement at which the visual segmentation triggered (detecting
a start or end of the motion based on velocity and direction changes). The avatar’s re-
production shows a qualitative and quantitative agreement with the human movement.
It reproduces all the large movements of the shoulders and elbows, with a similar am-
plitude. A good reproduction of the amplitude of the movement is obtained in the model
by keeping a good measure of the speed of the observed movement. The speed of the
movement is transmitted by the amplitude of the output of the TC cells (see Section
2.2), which is then recorded in the PM weights and further transmitted to motor neu-
rons (in the spinal cord) as the amplitude of PM and M1 nodes’ output. In the above
example, we chose a 1% precision in the speed recording. By varying this precision,
one can approximate the precision with which human can make similar measurement.
We discuss this in the next section.

3.3 Comparison with human imitative performance

Using the data gathered in [39] on human imitation of arm movement, we evaluated the
precision within which humans reproduce arm movements. Figure 7 shows the trajec-
tories of the left hand of each of four human imitators, that of the human demonstrator
and that of the avatar’s reproduction of the same trajectory.

The imitation by the human subjects is qualitatively similar to the demonstration, as
they correctly reproduced the two oscillations in the z direction. However, some subjects
produced movements in the x and y directions as well. The amplitude and timing of the
movement is not reproduced very well. In these two respects, the avatar’s reproduction
is as good as that of the human. Note that the imprecise reproduction of the avatar results
from the imprecise sensory information which is given to the simulation. The avatar is
given the position of each of the human joints, as well as that of its own joints, within 20
degrees of precision. It is also given the speed of the human movement with 20% error.
These values were fixed to reproduce somewhat similar imprecision as that displayed
by the proprioceptive and visual sensing in humans. Had perfect sensory information
been given to the avatar, the reproduction would have been perfect. However, the aim
here was to make the input of the system sufficiently imprecise, so as to get an output
which will show patterns of imprecision similar to that of humans in their first imitation
trial.

We measure the precision of the imitation following two criteria: 1) the qualitative
similarity between demonstrator’s and imitator’s limbs’ trajectories (hand path in ex-
trinsic coordinates for reaching and shoulder, elbow joint angles for other movements),
obtained by comparing the number of maxima and minima of each curve; 2) the quan-
titative similarity of the trajectories in terms of amplitude and speed. We measure
(a =Max(Imitator)/Max(Demonstration)), the ratio between maxima of amplitude, and
B, (B=—t(max(Imitator)-t(max(demonstrator)—/T) the ratio of the time difference be-
tween two maxima over the duratidn This is a straightforward measure of the ob-
servable dissimilarities between the two trajectories, which we will use, in future ex-
periments, as feedback to tune the learning so as to improve the reproducisoa.
direct measure of the amplitude difference between the movements,ikikn indi-
rect measure of the speed difference between the movements. In [39], other measures
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Fig. 7. Trajectories of hand motion of four human subjects and the avatar imitating an oscillatory movement of the left arm,
demonstrated by another human subject. First top row: Human demonstration; rows 2-5, imitation by four human subjects;
6th row, imitation by the humanoid avatar.

of similarity between the trajectories for the same reaching tasks are presented and
evaluated.

Table 2 shows the mean values of these measures across imitation of the eight data
sets for human imitation and avatar replication. Avatar and human performance fol-
lowing these measures are quantitatively similar. Both show an imprecision of over 20
percent on average for reproducing the amplitude and the speed of the movement.

This similarity between human and avatar data is encouraging, as the long term goal
of this study is to design a model of human ability to learn movements by imitation.
Further work will focus on developing precise measures of trajectories similarities and
on determining the influence of each parameter of the model and of the biomechanical
simulation on the model’s performance.
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Table 2. Qualitative comparisons of human and avatar imitative performanéethe ratio between maxima of amplitude
andg is the ratio of the time difference between two maxima over the duration of the demonstration for human and avatar
trajectories. Data are mean values and standard deviation across imitation of eight data sets.

Avatar Human
«|0.22 +£13 [0.27 £ 16
310.23 £ 0.21]0.25 + 0.19

4 Conclusion

This paper presented a series of experiments to evaluate the performance of a connec-
tionist model for imitating human arm movements. The model is composed of a hier-
archy of artificial neural network models, which each give an abstract representation
of the functionality of some brain area involved in motor control. These are the spinal
cord, the primary and pre-motor cortexes (M1 & PM), the cerebellum, and the temporal
cortex.

The model was implemented in a biomechanical simulation of a humanoid avatar
with 37 degrees of freedom. Data for the imitation were recordings of human arm mo-
tions for reaching and oscillatory movements. To validate the model using real data, as
opposed to simulated ones, and using a complete biomechanical simulation was very
important to us, as our goal is to implement the system on a real robotic platform.

Results showed that the model could reliably reproduce all motions, while data were
highly noisy. We measured a good quantitative agreement between simulated and real
data, based on an error measure on the amplitude and speed of the movement. More-
over, the measured error in the model’s reproduction was comprised within the range
of error made by humans engaged in the same imitation task. These results suggest
that the connectionist model, coupled to the biomechanical simulation, could be a good
first approximation of human imitation. Future work will aim at evaluating further the
model’'s performance on more data and at comparing its performance to other models
of human motor control, such as [25, 15, 14, 44].
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